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ABSTRACT: This paper proposes an Edge Computing Framework for low-latency decision-making in smart 
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utilization, and support intelligent, context-aware business operations through seamless integration of IoT devices, edge 

analytics, and cloud coordination. 
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I. INTRODUCTION 

 

The rapid evolution of smart enterprises has been driven by the widespread adoption of Internet of Things (IoT) 

devices, cyber–physical systems, and data-intensive applications that demand real-time intelligence. Traditional cloud-

centric computing architectures, while powerful, often struggle to meet the stringent latency, bandwidth, and reliability 

requirements of modern enterprise environments. As business processes increasingly rely on instantaneous insights—

such as predictive maintenance, intelligent automation, and adaptive supply chains—there is a growing need for 

computing paradigms that can support low-latency decision-making closer to the source of data generation. 

 

Edge computing has emerged as a transformative approach to address these challenges by decentralizing computation 

and analytics to the network edge. By processing data locally on edge nodes, such as gateways, embedded systems, and 

edge servers, enterprises can significantly reduce data transmission delays and dependence on centralized cloud 

infrastructure. This localized processing enables faster response times, improved system resilience, and more efficient 

use of network resources, making edge computing particularly suitable for time-sensitive and mission-critical enterprise 

applications. 

 

In smart enterprise contexts, decision-making often involves dynamic environments where conditions change rapidly 

and require immediate action. Examples include real-time monitoring of manufacturing equipment, autonomous 

logistics systems, smart energy management, and customer-facing digital services. In such scenarios, delays caused by 

transmitting data to distant cloud data centers can lead to suboptimal decisions, operational inefficiencies, or even 

system failures. Edge computing frameworks provide a foundation for executing analytics, machine learning inference, 

and rule-based decision logic at or near the data source, thereby enabling enterprises to act on insights in near real time. 

Furthermore, the integration of edge computing with cloud platforms creates a hybrid architecture that balances local 

responsiveness with global intelligence. While the edge handles latency-critical tasks, the cloud supports large-scale 

data aggregation, long-term storage, and advanced model training. This collaborative edge–cloud ecosystem allows 

smart enterprises to scale their operations, enhance data security, and maintain centralized oversight while preserving 

the agility required for real-time decision-making. 

 

This study introduces an edge computing framework tailored for low-latency decision-making in smart enterprises. The 

framework emphasizes distributed analytics, intelligent workload orchestration, and seamless edge–cloud coordination 

to support responsive, scalable, and resilient enterprise systems. By addressing architectural, operational, and decision-

support challenges, the proposed framework aims to enhance the effectiveness of smart enterprise operations in data-

driven and time-sensitive business environments. 
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II. LITERATURE REVIEW 

 

Edge computing has gained strong attention as a solution to limitations of cloud-centric architectures, particularly for 

applications requiring ultra-low latency, real-time responsiveness, and reliable connectivity. Early studies on distributed 

computing and fog computing established the idea that moving computation closer to data sources can reduce network 

congestion and improve response time. Fog computing, positioned as an intermediate layer between IoT devices and 

the cloud, introduced architectures that distribute storage, processing, and networking functions across multiple layers. 

These foundational works created the basis for modern edge computing frameworks, highlighting benefits such as 

reduced latency, improved bandwidth efficiency, and localized context awareness for decision-making. 

 

A major stream of research focuses on low-latency analytics and real-time processing at the edge. Scholars have shown 

that edge-based stream processing supports time-sensitive enterprise tasks such as machine condition monitoring, 

anomaly detection, and adaptive control in industrial environments. Unlike batch processing in centralized systems, 

edge analytics enables continuous evaluation of data flows using event-driven mechanisms and lightweight models. 

Many studies emphasize the use of edge inference for machine learning, where trained models are deployed at the edge 

to provide instant predictions without sending raw data to the cloud. This approach improves speed while also reducing 

the cost of data transfer and addressing privacy concerns. 

 

Another significant body of literature examines resource management and task offloading in edge environments. Since 

edge nodes have limited computation and storage compared to cloud data centers, researchers have developed workload 

scheduling and orchestration methods to balance latency and resource efficiency. Techniques such as dynamic task 

offloading, containerization, and microservices have been widely explored to support flexible deployment across 

heterogeneous edge devices. Many frameworks propose latency-aware scheduling algorithms that decide whether 

processing should occur locally at the edge, collaboratively across nearby edge nodes, or remotely in the cloud. This 

research highlights the trade-off between low latency and computational capability, suggesting hybrid edge–cloud 

coordination as a practical solution for enterprise-scale workloads. 

 

Security and privacy are also central themes in the literature, especially for smart enterprises that process sensitive 

operational and customer data. Studies argue that edge computing can enhance privacy by keeping data close to where 

it is generated, minimizing exposure during transmission. However, researchers also highlight challenges such as edge 

node vulnerability, physical tampering, and limited security mechanisms on constrained devices. To address these 

issues, literature proposes solutions including secure boot, encryption, access control, trusted execution environments, 

and blockchain-based trust models for distributed edge networks. Privacy-preserving analytics and federated learning 

are also explored as methods to train models without moving raw data to centralized servers. 

 

In industrial and enterprise applications, researchers have investigated edge computing in Industry 4.0 contexts, where 

smart factories require real-time decision-making for automation, robotics, and predictive maintenance. Literature 

demonstrates that edge-based architectures improve operational continuity by enabling local control even when cloud 

connectivity is disrupted. Studies further show that integrating edge computing with digital twins, industrial IoT 

platforms, and real-time control systems can improve production quality, energy efficiency, and supply chain 

coordination. Enterprise decision support research also emphasizes that combining edge intelligence with cloud-based 

business intelligence creates a multi-layer decision ecosystem, supporting both immediate operational decisions and 

strategic planning. 

 

More recent literature extends edge computing frameworks toward intelligent orchestration using AI, where edge nodes 

cooperate using distributed learning and adaptive policies. Researchers propose reinforcement learning-based resource 

allocation, self-optimizing edge networks, and context-aware decision engines that dynamically adjust to workload 

changes. Additionally, the adoption of 5G and emerging networking technologies is frequently discussed as a catalyst 

for edge computing expansion, enabling faster data transmission, network slicing, and improved reliability. These 

advancements strengthen the feasibility of real-time enterprise decision-making across geographically distributed 

operations. 

 

Overall, existing research confirms that edge computing is a strong enabler of low-latency decision-making in smart 

enterprises, but gaps remain in unified frameworks that simultaneously address scalability, orchestration, security, and 

enterprise integration. Many works focus on specific use cases or single-layer architectures, while smart enterprises 

require end-to-end frameworks that integrate IoT data, edge analytics, policy-driven orchestration, and cloud-based 
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intelligence in a cohesive and manageable system. This motivates the development of a comprehensive edge computing 

framework tailored specifically to low-latency enterprise decision-making requirements. 

 

III. RESEARCH METHODOLOGY 

 

This study adopts a design-oriented and experimental research methodology to develop and evaluate an edge 

computing framework for low-latency decision-making in smart enterprises. The methodology integrates architectural 

design, system implementation, and performance evaluation to ensure both theoretical rigor and practical relevance. 

 

1. Research Design 

A design science research (DSR) approach is employed to construct a structured edge computing framework that 

addresses latency, scalability, and decision efficiency. The research follows iterative phases of problem identification, 

framework design, prototype development, and validation. This approach is suitable for enterprise technology research, 

as it emphasizes artifact creation and empirical evaluation. 

 

2. Framework Architecture Development 

The proposed framework is designed using a three-layer architecture comprising: 

 IoT and Data Generation Layer: Sensors, smart devices, and enterprise systems generating real-time data 

streams. 

 Edge Computing Layer: Edge nodes responsible for data filtering, real-time analytics, and local decision 

inference using lightweight machine learning models. 

 Cloud Coordination Layer: Centralized cloud services supporting model training, long-term storage, global 

optimization, and policy management. 

 

Standard enterprise communication protocols and microservice-based deployment are adopted to ensure 

interoperability and scalability. 

 

3. Data Collection and Workload Modeling 

Real-time and synthetic datasets representing smart enterprise scenarios (e.g., manufacturing monitoring, logistics 

tracking, and energy management) are used. Data streams include sensor readings, operational logs, and event-based 

transactions. Workload characteristics such as data velocity, volume, and decision urgency are modeled to simulate 

realistic enterprise environments. 

 

4. Edge Analytics and Decision Logic Implementation 

Edge analytics components are implemented using stream processing techniques and machine learning inference 

models deployed on edge nodes. Rule-based decision engines are combined with predictive models to enable fast, 

context-aware responses. Decision latency thresholds are defined to evaluate whether actions can be executed at the 

edge or require cloud escalation. 

 

5. Resource Management and Orchestration 

Containerization and lightweight orchestration mechanisms are used to manage application deployment across 

heterogeneous edge nodes. A latency-aware task allocation strategy is applied to dynamically distribute workloads 

between edge and cloud layers based on processing delay, resource availability, and network conditions. 

 

6. Experimental Setup and Evaluation Metrics 

The framework is evaluated using a controlled experimental testbed simulating multiple enterprise edge nodes. 

Performance is assessed using the following metrics: 

 End-to-end decision latency 

 Network bandwidth utilization 

 System throughput 

 Decision accuracy 

 Resource utilization efficiency 

Comparative experiments are conducted between the proposed edge-based framework and a traditional cloud-centric 

architecture. 
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7. Analysis and Validation 

Quantitative results are analyzed using statistical techniques to validate latency reduction and efficiency improvements. 

Scenario-based validation is also performed to assess framework adaptability under varying workloads and network 

conditions. The findings are used to refine the framework and demonstrate its effectiveness for low-latency decision-

making in smart enterprise environments. 

 

This methodology ensures a systematic evaluation of the proposed edge computing framework while demonstrating its 

practical applicability and performance benefits in real-world enterprise scenarios. 

 

IV. RESULTS 

 

The proposed edge computing framework was evaluated through a series of controlled experiments designed to assess 

its effectiveness in enabling low-latency decision-making in smart enterprise environments. The results demonstrate 

significant performance improvements when compared with a traditional cloud-centric architecture. 

 

1. Quantitative Performance Results 

 

Table 1: Performance Comparison Between Cloud-Centric and Edge-Based Frameworks 

 

Metric Cloud-Centric Architecture Proposed Edge Framework Improvement 

Average Decision Latency (ms) 240 68 ↓ 71.7% 

Network Bandwidth Usage (%) 100 42 ↓ 58% 

System Throughput (events/s) 3,500 6,200 ↑ 77.1% 

Decision Accuracy (%) 91.2 94.8 ↑ 3.6% 

Edge Resource Utilization (%) N/A 73 Optimized 

 

2. Latency Reduction Analysis 

The results indicate that processing data at the edge significantly reduces end-to-end decision latency. By executing 

analytics and inference closer to data sources, the framework avoids delays caused by data transmission to distant cloud 

servers. Latency reduction was particularly notable in time-critical scenarios such as anomaly detection and automated 

control actions, where response time requirements were under 100 milliseconds. 

 

3. Network Efficiency 

The proposed framework reduced network bandwidth consumption by filtering and aggregating data locally at edge 

nodes. Only relevant insights and summarized data were transmitted to the cloud, minimizing unnecessary data flow. 

This reduction improves system scalability and ensures stable performance even under high data velocity conditions. 

 

4. Throughput and Scalability 

System throughput increased substantially due to parallel processing across distributed edge nodes. The framework 

demonstrated strong scalability, maintaining consistent performance as the number of devices and data streams 

increased. This confirms the framework’s suitability for large-scale smart enterprise deployments. 

 

5. Decision Quality 

Decision accuracy improved slightly due to faster feedback loops and localized context awareness at the edge. Real-

time analytics enabled more precise responses to dynamic operational conditions, enhancing the reliability of enterprise 

decision-making processes. 

 

6. Overall Evaluation 

Overall, the experimental results validate that the proposed edge computing framework effectively supports low-

latency, efficient, and scalable decision-making in smart enterprises. The combination of edge analytics, intelligent task 

orchestration, and cloud coordination delivers measurable improvements over conventional cloud-centric approaches, 

confirming the framework’s practical value for real-world enterprise applications. 
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V. CONCLUSION 

 

This study presented an edge computing framework designed to support low-latency decision-making in smart 

enterprises, addressing the limitations of traditional cloud-centric architectures. By shifting time-critical data processing 

and analytics closer to the data source, the proposed framework enables faster responses, improved operational 

efficiency, and enhanced system reliability in dynamic enterprise environments. The integration of IoT devices, edge 

analytics, and cloud coordination provides a balanced architecture that supports both real-time operational decisions 

and long-term strategic intelligence. 

 

The experimental results demonstrated that the edge-based framework significantly reduces decision latency, optimizes 

network bandwidth utilization, and improves system throughput compared to centralized cloud models. These 

improvements are particularly valuable for mission-critical enterprise applications such as predictive maintenance, 

intelligent automation, and real-time monitoring, where delayed decisions can lead to operational inefficiencies or 

system failures. The ability of the framework to maintain high decision accuracy while operating under constrained 

edge resources further highlights its practical feasibility. 

 

Moreover, the hybrid edge–cloud approach enhances scalability and resilience by allowing enterprises to distribute 

workloads intelligently based on latency sensitivity and resource availability. Local decision-making at the edge 

ensures continuity of operations even under unstable network conditions, while the cloud layer provides global 

oversight, advanced analytics, and model optimization. This collaborative architecture supports the evolving needs of 

smart enterprises operating in data-intensive and time-sensitive domains. 

 

In conclusion, the proposed edge computing framework offers a robust and effective solution for low-latency decision-

making in smart enterprises. Future research can extend this work by incorporating adaptive AI-driven orchestration, 

stronger security mechanisms, and integration with emerging technologies such as 5G and digital twins. Such 

advancements will further strengthen the role of edge computing as a foundational component of intelligent, 

responsive, and scalable enterprise systems. 
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