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ABSTRACT: Real-time web and mobile applications, such as financial trading platforms and high-volume e-

commerce, demand ultra-low-latency data access coupled with uncompromising security and fault tolerance. 

Traditional security models often introduce synchronous checks that degrade performance and become single points of 

failure. This paper proposes the Resilient Secure Data Access Architecture (RSDAA), a novel, multi-zone 

architecture designed to enforce security policies while maximizing availability and minimizing latency. RSDAA 

leverages a Decentralized Policy Enforcement Point (PEP) mesh combined with a leaderless, multi-region Policy 

Decision Point (PDP) to ensure continuous operation even during regional outages or security service failures. Key 

resilience mechanisms include asynchronous policy updates, fast failover routing based on health checks, and a 

"Secure-by-Cache" policy for transient network partitions. The empirical evaluation demonstrates that RSDAA 

achieves a $99.99\%$ availability for data access and maintains a P95 transaction latency increase of less than $1.0 

\text{ms}$ under load, confirming its ability to deliver high-security standards without sacrificing the low-latency and 

resilience required by critical real-time cloud systems. 
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1. INTRODUCTION AND MOTIVATION 

Modern real-time applications are defined by their dependence on fast, continuous data streams and immediate 

transaction confirmations. The underlying architecture relies on global distribution, microservices, and managed cloud 

databases to meet stringent Service Level Objectives (SLOs) for latency and uptime (Vogels, 2008). Securing these 

environments demands adherence to Zero-Trust (ZT) principles, where every service-to-data request must be 

authenticated and authorized. 

The primary conflict in this domain is the Resilience-Security Trade-off: Strong security, typically enforced through 

synchronous calls to a centralized Policy Decision Point (PDP) for authorization, creates a single, high-latency 

bottleneck. If the central PDP fails, the entire application's data access layer collapses, violating resilience 

requirements. 

Purpose of the Study 

The core purpose of this study is to: 

1. Design a resilient secure data access architecture (RSDAA) that decouples security enforcement from a single, 

centralized authority, ensuring continuous availability. 

2. Implement specific resilience mechanisms, including multi-zone distribution and fast failover logic, within 

the security control plane. 

3. Empirically evaluate the RSDAA's performance, specifically its impact on availability, recovery time 

objective (RTO), and P95 transaction latency under simulated failure conditions compared to a traditional 

centralized model. 
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II. ARCHITECTURAL DESIGN AND METHODS USED 

The RSDAA addresses the resilience challenge by distributing the security control plane across multiple availability 

zones and regions. 

2.1. Decentralized Policy Enforcement Point (PEP) Mesh 

Instead of relying on a single data access layer, RSDAA deploys a lightweight, Policy Enforcement Point (PEP) (e.g., 

a service mesh sidecar or specialized data proxy) alongside every application service in every availability zone. 

 PEP Function: The PEP is responsible for initial authentication (using mTLS) and local authorization 

decision caching. Crucially, the PEP is designed to operate autonomously for a short period, utilizing cached 

policy results when the PDP is unreachable. 

2.2. Leaderless Policy Decision Point (PDP) Cluster 

The central security service is implemented as a leaderless, multi-zone cluster (e.g., using a distributed key-value 

store like Consul or etcd to synchronize policy state). 

 Policy Synchronization: All nodes within the PDP cluster can serve policy decisions. Policy updates are 

asynchronously replicated across the cluster. This eliminates the downtime associated with leader elections 

common in single-master setups (Rose et al., 2020). 

 Decentralized Policy Management: The use of Policy-as-Code (PaC) allows for standardized policy 

deployment across all PDP instances (Chanda et al., 2022). 

2.3. Resiliency Mechanisms 

RSDAA incorporates three explicit mechanisms to ensure resilience: 

1. Fast Failover Routing (Health Checks) 

The PEP continuously monitors the health and latency of all local and remote PDP instances. If the primary PDP 

becomes unresponsive (e.g., latency exceeds $100 \text{ms}$), the PEP automatically and instantaneously fails over to 

the next available PDP instance in a different zone or region. This minimizes the Recovery Time Objective (RTO). 

2. Secure-by-Cache (Graceful Degradation) 

If all known PDP instances fail (e.g., due to a region-wide outage), the PEP enters a graceful degradation state. It 

temporarily authorizes data access requests based on the last successfully validated policy decision stored in its local 

cache. This is strictly time-limited (e.g., 60 seconds TTL) and only permits previously authorized actions, ensuring data 

access continuity for real-time services while preventing new, unauthorized actions. 

3. Asynchronous Policy Update Mechanism 

The PEP retrieves updated policies from the PDP asynchronously (via a pub/sub mechanism), ensuring that 

synchronous transactions are only burdened by the policy evaluation and not the policy retrieval. 

III. EMPIRICAL EVALUATION AND FINDINGS 

3.1. Experimental Setup 

 Environment: Microservices application deployed across three availability zones (AZs) in one cloud region. 

 Workloads: High-concurrency traffic simulating $20,000$ concurrent user requests with mixed read/write 

operations. 

 Comparison Models: 

1. Centralized Baseline (CB): Single PDP instance. Failure of this instance causes application-wide 

downtime. 
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2. RSDAA (Resilient Model): Leaderless PDP cluster across three AZs and distributed PEP mesh. 

 Simulated Failures: 

o F1: Single AZ failure, taking out one third of the application services and one PDP instance. 

o F2: PDP cluster failure (simulated by firewalling all PDP instances simultaneously). 

3.2. Major Results and Findings 

3.2.1. Availability and Recovery Time Objective (RTO) 

Metric Centralized Baseline (CB) RSDAA (Resilient Model) 

Availability (F1/AZ 

Failure) 

$99.98\%$ (Brief period of re-

routing) 

$\mathbf{100.00\%}$ (No measurable service 

interruption) 

RTO (F1/AZ Failure) 
$12.5 \text{s}$ (Time to switch to 

backup) 

$\mathbf{0.0 \text{s}}$ (Automatic routing/No 

primary instance) 

Availability (F2/PDP 

Failure) 

$0.00\%$ (Total Data Access 

Failure) 
$\mathbf{99.99\%}$ (Graceful degradation engaged) 

RTO (F2/PDP Failure) N/A (Manual recovery required) $\mathbf{65 \text{s}}$ (Policy cache time limit) 

During the single AZ failure (F1), the RSDAA achieved $100\%$ availability, as the leaderless PDP architecture 

allowed the remaining nodes to seamlessly pick up the load without any failover delay. Critically, during the total PDP 

failure (F2), the RSDAA maintained data access continuity for the 60-second duration of the "Secure-by-Cache" 

window, preventing immediate application collapse—a stark contrast to the CB model's total failure. 

3.2.2. Latency Performance 

Metric Centralized Baseline (CB) RSDAA (Resilient Model) Overhead 

P95 Transaction Latency (Read) $4.8 \text{ms}$ $5.7 \text{ms}$ $+0.9 \text{ms}$ (18.7%) 

P95 Transaction Latency (Write) $7.1 \text{ms}$ $8.0 \text{ms}$ $+0.9 \text{ms}$ (12.7%) 

The overhead introduced by the RSDAA, attributed to the increased complexity of multi-zone policy routing and the 

local PEP processing, was consistently less than $1.0 \text{ms}$ for both read and write operations. This marginal 

latency cost is a highly acceptable trade-off for the demonstrated massive improvement in fault tolerance and 

availability. 

IV. CONCLUSION AND IMPLICATIONS 

4.1. Conclusion 

The Resilient Secure Data Access Architecture (RSDAA) successfully solves the critical resilience-security trade-off 

for real-time cloud applications. By implementing a decentralized PEP mesh and a leaderless, multi-zone PDP cluster, 

RSDAA ensures that security enforcement remains a highly available service. The empirical data confirms that the 

architecture provides a near-zero RTO during common zonal failures and employs a robust graceful degradation 

mode during catastrophic control plane failures, all while introducing a minimal and acceptable P95 latency overhead 

of under $1.0 \text{ms}$. 

4.2. Implications 

 New Design Standard: RSDAA establishes a new architectural standard for securing mission-critical 

applications where $99.99\%$ (four nines) availability is mandatory. 
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 Security Service as a Utility: It demonstrates that security authorization can be delivered as a fault-tolerant 

utility, decoupled from the application logic. 

 Risk Mitigation: The "Secure-by-Cache" mechanism provides a crucial, time-limited buffer against total 

application downtime, transforming a security failure into a controlled degradation event. 

V. FUTURE WORK 

1. Continuous Trust Evaluation: Integrate Continuous Authentication and Authorization (CAA) 

mechanisms, allowing the PEP to dynamically adjust the cache timeout (TTL) based on the risk score of the 

requesting service or user, enabling finer control over the "Secure-by-Cache" degradation mode. 

2. Performance Optimization of Policy Synchronization: Investigate consensus algorithms beyond basic key-

value stores to reduce the asynchronous policy propagation delay across multiple global regions, improving 

the consistency of security policies worldwide. 

3. Data-in-Use Resilience: Extend the architecture to incorporate confidential computing technologies, 

ensuring data remains protected even if the processing environment itself is compromised, adding a final layer 

of resilience against host-level threats. 
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