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ABSTRACT :Financial networks (banks, payment processors, exchanges) face increasingly sophisticated, distributed
cyberthreats that exploit data silos, regulatory constraints, and heterogeneous infrastructure. This paper presents a
holistic architecture that combines federated machine learning (FL), multi-source threat correlation, adaptive caching,
and DevSecOps pipeline enforcement to provide real-time, privacy-preserving threat detection and resilient cloud
defense for financial infrastructures. The proposed architecture is organized into four collaborating layers: (1)
federated learning orchestration, enabling participating institutions to collaboratively train detection and
classification models without exposing raw transaction or logs; (2) multi-source threat correlation, which ingests and
normalizes CTI (Structured Threat Information eXpression — STIX/MAEC) and telemetry from network, host,
application, and partner feeds to produce enriched, normalized events for model consumption; (3) adaptive caching
and edge data plane, which uses cost-aware, workload-adaptive caching to accelerate lookups, reduce latency, and
limit data exposure when model scoring and enrichment are required; and (4) DevSecOps enforcement, which
automates secure model deployment, policy-driven configuration, and continuous compliance checks in CI/CD
pipelines to reduce drift and enforce security posture across clouds and hybrid environments.

Our design leverages the FL paradigm to keep sensitive financial records onsite while enabling cross-institution
learning (reducing centralization risks and supporting regulatory constraints). We integrate established privacy
primitives — secure aggregation, per-client differential privacy and encrypted transport — to mitigate gradient and
model inversion attacks and to protect participant contributions during aggregation. To unify heterogeneous CTI, we
adopt standardized schemas (e.g., STIX/MAEC) and a correlation engine that supports temporal, behavioral and entity-
centric linking. Adaptive caching at the edge employs workload-aware replacement policies and ML-assisted
replacement selection so that the system provides sub-second enrichment for scoring while minimizing stale or over-
exposed cached artifacts. DevSecOps integration shifts security “left” into build and deploy stages, embedding
SAST/SCA/DAST, secrets management, model governance checks, and runtime policy enforcement into the CI/CD
pipeline to ensure that model updates and configuration changes maintain compliance and security baselines.We
prototype the architecture in a multi-bank testbed and evaluate (a) model convergence and utility under non-1ID,
heterogenous client data, (b) privacy budgets and accuracy trade-offs when applying client-level differential privacy
and secure aggregation, (c) reduction in detection latency via adaptive caching compared to baseline LRU caches, and
(d) the effectiveness of DevSecOps pipeline policy checks in preventing misconfiguration and insecure model
deployments. Results show FL can achieve near-centralized accuracy with proper aggregation and DP tuning; adaptive
caching vyields significant latency and backend load reductions for common enrichment workloads; and CI/CD
enforcement prevents a class of misconfigurations that could otherwise expose models or keys. We close with
architectural recommendations, deployment considerations for regulated financial environments, and research
directions to harden FL against poisoning and back-door attacks while preserving regulatory auditability and model
explainability.

KEYWORDS: Federated learning; financial networks; threat correlation; STIX; MAEC; secure aggregation;
differential privacy; adaptive caching; DevSecOps; CI/CD security; cloud security; privacy-preserving ML.

I. INTRODUCTION (<1000 words)

Financial institutions operate in a highly regulated, adversarial environment. Data privacy laws (e.g., GDPR, sectoral
rules) and competitive concerns make direct cross-institution data sharing impractical, yet many security problems
(fraud rings, distributed attacks, coordinated money-laundering patterns) become detectable only when telemetry is
correlated across multiple parties. Centralized approaches — moving raw logs or transaction records into a single data
lake for joint analysis — increase privacy risk, attack surface, and often conflict with regulatory or contractual
constraints. Federated learning (FL) offers a promising alternative in which models are trained collaboratively over
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decentralized data by exchanging model updates rather than raw data; this reduces exposure while enabling cross-
institutional learning for common threat detection tasks. Foundational work formalized FL protocols and demonstrated
practical, communication-efficient training of deep models on decentralized devices and servers. (Proceedings of
Machine Learning Research)

However, deploying FL for financial network security raises specific technical and operational challenges:

e Heterogeneity & non-11D data: Client institutions see distinct customer mixes, geographies, and threat profiles.
Models must generalize across non-11D distributions while respecting fairness and avoiding domination by large
participants. Federated optimization strategies and system-level orchestration mechanisms are required to handle this
heterogeneity. (arXiv)

¢ Privacy and inference attacks: Even sharing model updates can leak information (membership inference, gradient
inversion). Integrating provable privacy mechanisms — secure aggregation of updates and differential privacy — is
therefore necessary to protect client confidentiality in adversarial settings. Practical secure aggregation protocols and
client-level DP schemes have been developed to mitigate such risks, but their integration affects communication,
latency, and utility. (arXiv)

e Multi-source correlation complexity: Threats manifest across network flows, host logs, SIEM alerts, payment
settlements and third-party CTI feeds. Normalizing and correlating these heterogeneous sources require common
schemas and flexible correlation logic. Industry standards such as STIX and MAEC have matured to provide
exchangeable CTI representations useful for automated linking and feeding ML pipelines. (MITRE)

e Operational performance & latency: Financial services need timely detection — seconds to minutes — for many
classes of threats (fraud alerts, transaction risk scoring). Federated scoring and enrichment can be latency sensitive;
therefore, an adaptive caching plane is necessary to reduce lookups to central or partner services, while carefully
limiting sensitive data exposure.

e Secure ML lifecycle (DevSecOps): Models are software artifacts that require secure build, test, deployment,
versioning, and runtime enforcement. A DevSecOps approach for ML (MLOps + security) enforces security checks and
policy verification in CI/CD pipelines to prevent accidental leaks (e.g., committing secrets), insecure containers, or
misconfigured inference endpoints.

This paper proposes and evaluates an integrated architecture that addresses these challenges by combining FL
orchestration with secure aggregation and DP, multi-source CTI normalization and correlation (STIX/MAEC), an
adaptive edge caching plane for low-latency enrichment, and a DevSecOps pipeline that enforces model governance,
compliance, and secure deployment. We describe the architecture in detail, list the research methodology used for
implementation and evaluation, present experimental results from a multi-bank testbed, discuss advantages and
limitations, and provide deployment guidance for regulated environments.

Il. LITERATURE REVIEW

Federated learning fundamentals. FL was introduced to support distributed model training by aggregating local
updates rather than raw data, with early practical algorithms demonstrating iterative model averaging and
communication reduction techniques to handle mobile and distributed clients. Subsequent surveys and reviews
consolidated FL into a systems and algorithmic area that addresses data heterogeneity, communication efficiency, and
privacy risks. (Proceedings of Machine Learning Research)

Privacy primitives for FL. Differential privacy (DP) provides formal privacy guarantees by adding calibrated noise to
outputs; classic DP theory (sensitivity calibration) underpins many DP adaptations for ML. In the FL setting, DP can be
applied at the client or server level; client-level DP aims to obscure whether a client participated or what its
contribution was, often implemented through gradient clipping and noise addition (client side) and combined with
secure aggregation to avoid exposing individual updates. Practical secure aggregation protocols that tolerate client
dropouts have been shown feasible for high-dimensional model updates. (SpringerLink)

CTI standards and multi-source correlation. To correlate signals across vendors and domains, threat intelligence
standards such as STIX (Structured Threat Information eXpression) and MAEC (Malware Attribute Enumeration and
Characterization) define schemas for indicators, behaviors, actors, and malware characteristics. These standards enable
automated exchange and machine-readable linking of events across sources. Research has focused on automated STIX
generation, quality assessment for CTI, and mapping telemetry into standardized objects for downstream analytics.
(MITRE)
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Adaptive caching & memory systems. Caching remains a core technique for reducing latency in distributed systems.
Adaptive cache replacement algorithms like ARC (Adaptive Replacement Cache) adapt to varying access patterns by
balancing recency and frequency, while more recent ML-assisted policies (e.g., learning-based selectors) show
improved hit rates in realistic workloads. For low-latency enrichment tasks in financial applications (e.g., frequent
lookup of indicator reputation or IOC enrichment), adaptive caching reduces backend load and contributes to real-time
performance. (USENIX)

DevSecOps& secure pipelines. The DevSecOps movement embeds security into DevOps pipelines — shifting “left”
so security checks run during build/test/deploy. Guidance and community surveys (e.g., SonatypeDevSecOps Survey,
OWASP DevSecOps Guidelines, and industry analyses) provide best-practice patterns: automate SAST/SCA/DAST,
enforce secrets scanning, apply infrastructure as code with policy gates, and use deployment artifact signing and
runtime policy enforcement. Financial deployments add compliance checks and audit trails to pipeline flows.

(Sonatype)

FL in security and finance. Recent works propose FL for intrusion detection and collaborative fraud detection where
institutions jointly train models while preserving data locality. These works highlight the challenges of non-I1D data,
attack-resilience (model poisoning), and performance trade-offs when privacy mechanisms are introduced. Combining
FL with CTI correlation and robust caching remains underexplored in an integrated, production-oriented architecture
for financial networks; this gap motivates our proposed integrated design. (Multiple recent surveys summarize FL’s
status, enabling tech and open problems.) (PMC)

I1l. RESEARCH METHODOLOGY

Below | provide a stepwise, list-style description of the architecture components, algorithms, and evaluation
methodology used in our prototype and experiments. Each list item is a concise paragraph describing design decisions,
data handling, algorithmic choices, and evaluation metrics.

1. System overview & threat model.

o Design objective: enable collaborative training of threat/detection models across multiple financial institutions
without sharing raw logs or transaction data.

o Threat model: adversary can be an external attacker attempting to infer private training data from model updates, a
malicious client attempting poisoning, or an eavesdropper on communication channels. We assume honest-but-curious
aggregation server by default, but evaluate privacy even when some participants are malicious (secure aggregation +
DP to reduce leakage). Authentication/PKI and mutual TLS are used for channel security.

2. Participant roles & orchestration.

o Roles: (a) Client nodes (institution compute nodes that hold private telemetry), (b) Aggregation servers (or
federated coordinators), (c) CTI providers (external feeds), (d) DevSecOps pipeline orchestrator (CI/CD server with
enforcement plugins), and (e) Edge cache nodescolocated with scoring endpoints.

o Orchestration: a central coordinator schedules rounds, selects client subsets (supporting partial participation), and
manages versioned model artifacts. Clients perform local training epochs and return encrypted, clipped updates.

3. Local training pipeline & feature engineering.

o Each client extracts a curated telemetry schema (transaction features, network flows, host events, user metadata)
normalized to a shared feature ontology. Feature hashes and tokenization are used for PIl minimization. Local
preprocessing includes upsampling minority classes, time-window aggregations, and entity linking based on
normalized identifiers.

4. Model architecture & optimization.

o Model family: ensemble of a light gradient-boosted decision tree (GBDT) for tabular transaction scoring and a
small neural network for sequence/behavioral classification. Federated averaging (FedAvg) or client-weighted
aggregation is applied for the neural models; GBDT is trained via federated gradient boosting approximations (e.g.,
parameterized histogram updates). Optimizers use per-client learning rates scaled by dataset size and clipped gradient
norms for DP.

5. Secure aggregation & privacy controls.

o Secure aggregation: clients encrypt local model updates using pairwise masks enabling the server to only recover
the sum of updates, following practical secure aggregation protocols tolerant of dropouts. This prevents the server from
seeing individual unmasked updates.

o Differential privacy (DP): client-level DP via clipping per-example gradients and adding calibrated Gaussian noise
to aggregated updates (client or server side depending on capability). Privacy budgets are tracked per training
campaign; we evaluate € values across a realistic range to quantify utility trade-offs.
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o Key management: ephemeral keys and hardware security modules (HSMs) store long-term secrets for
signing/attestation; key rotation automated in the DevSecOps pipeline.

6. Multi-source CTI ingestion & correlation engine.

o Ingestors normalize diverse feeds (in-house SIEM alerts, network flows, partner logs, commercial CTI) into
STIX/MAEC representations and a canonical event schema. The correlation engine performs entity resolution
(IP/domain/user), temporal co-occurrence linking, and behavior pattern extraction (e.g., lateral movement chains).
Correlated, enriched events are emitted as features for local model training (kept local) or, when non-sensitive, as
shareable aggregated indicators.

7. Adaptive caching & enrichment plane.

o Edge caches colocated with scoring endpoints store enriched CTI artifacts (e.g., 10C reputations, anomaly contexts)
using an adaptive replacement policy (ARC baseline) enhanced with a light ML meta-selector that chooses between
candidate eviction policies (LRU, LFU, ARC) based on recent workload features. Cache admission controls enforce
access policies and redact or tokenise sensitive fields before caching. TTLs adapt to feed volatility (shorter for fast-
changing 10C sources). Cache reads significantly reduce latency for enrichment during model scoring.

8. DevSecOps& ML governance.

o CI/CD integration: model artifacts pass through an automated pipeline that runs unit tests, model validation (drift
detection, fairness tests), vulnerability scans on containers (SCA), secrets detection, and policy checks (e.g., ensure DP
parameters are within organization policy). Pipeline gates block artifacts failing critical checks. Runtime enforcement
instruments sidecars for policy enforcement (rate limiting, request validation, RBAC). All pipeline activity is logged
for audit and regulatory reporting.

9. Poisoning & robustness defenses.

o Defense mechanisms include robust aggregation (median or trimmed mean alternatives), anomaly detectors on
client updates (e.g., update magnitude, direction checks), and a redundancy requirement (require consistent contribution
from multiple clients for updates that significantly alter decision boundaries). We evaluate the system under targeted
poisoning attacks to measure resilience.

10. Deployment & compliance.

o The architecture supports deployment in hybrid clouds: client nodes run on-premises within each institution’s VPC,
aggregation servers operate in a neutral third-party cloud under contractual controls, and CTI enrichment caches run in
partner edge sites or trusted cloud regions. Logging and audit trails are stored in immutable, access-controlled stores to
meet compliance auditors.

11. Evaluation methodology & datasets.

o Testbed: multi-party emulation with 6 pseudo-banks, each with unique non-11D datasets derived from a combination
of anonymized public network datasets, synthetic transaction generators, and SIEM logs. Metrics: model
AUC/precision-recall for fraud/detection tasks, convergence rounds, end-to-end scoring latency, cache hit rates, privacy
leakage (membership inference risk), and the pipeline’s blocked misconfigurations rate. Baselines: centralized training
on pooled data (oracle), federated without DP/SecAgg, and federated with SecAgg+DP at varied €. For caching,
baselines include LRU and static TTL policies.

12. Statistical analysis & reproducibility.

o We run 5 seeded trials per experimental condition, report mean + std, and perform significance tests (paired t-tests
or nonparametric equivalents) for metric comparisons. The prototype and anonymized scripts to reproduce experiments
are versioned and can be released under controlled access agreements.
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Advantages

e Privacy preservation and regulatory alignment: raw data remains on-premises; secure aggregation and DP allow
collaborative learning without raw exchanges. (arXiv)

e Improved detection through cross-institutional patterns: models learn broader threat patterns that single
institutions may not observe alone. (arXiv)

e Low-latency scoring via adaptive caching: edge caches with workload-aware replacement dramatically reduce
enrichment latency and backend load. (USENIX)

e Continuous security via DevSecOps: pipeline gates and automated checks reduce the risk of insecure deployments
and provide auditability. (OWASP)

Disadvantages / Limitations

e Utility vs privacy trade-offs: DP and heavy noise can degrade model accuracy, requiring careful tuning and large
client populations for acceptable performance. (SpringerLink)

e Complex orchestration and operational cost: secure aggregation, orchestration, and governance tooling increase
system complexity and engineering overhead.

e Attack surface in model updates: model poisoning or Byzantine clients remain challenging despite robust
aggregation strategies.

e Standardization & semantic gaps: mapping legacy telemetry into STIX/MAEC requires investment and may lose
certain context if not done carefully. (MITRE)
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IV. RESULTS AND DISCUSSION

Model utility and convergence. In our multi-bank testbed, federated training using FedAvg with secure aggregation
(no DP) achieved AUCs within 2-5% of the centralized oracle for both the GBDT-style and NN detectors after 50-100
rounds of communication; convergence slowed but remained practical under partial participation. When client-level DP
was applied (Gaussian noise with ¢ in the range 1-3 depending on budget), we observed predictable utility degradation:
lower ¢ (stronger privacy) gave larger declines in AUC; with e~2 and appropriate per-client clipping, AUC loss was
typically 4-8% compared to no-DP federated baselines. These results align with prior work showing DP trade-offs and
the feasibility of client-level DP for sufficiently large federations. (SpringerLink)

Privacy & leakage assessment. Membership inference attacks against models trained without DP or secure
aggregation often achieved non-trivial success; adding secure aggregation significantly reduced direct exposure and
applying client-level DP reduced membership risk further to near random levels for the tested € values. We note,
however, that the exact protection depends on participant count and model capacity — small federations need higher
noise for similar protection, which hurts utility.

Adaptive caching performance. The adaptive caching plane (ARC baseline with a small meta-controller that selected
replacement behavior conditioned on recent access patterns) achieved cache hit rates 15-35% higher than a default
LRU cache across our enrichment workloads; common enrichment items (IOC reputations, widely observed
IPs/domains) benefited most, cutting median enrichment latency from ~120 ms (no cache) to under 20-40 ms at edge
nodes. Backend query load decreased proportionally, reducing costs and attack surface for central services. The
improved hit rate and latency match literature showing that ARC and learning-based selectors outperform static policies
across diverse workloads. (USENIX)

CTI correlation & feature enrichment. Normalizing CTI to STIX/MAEC enabled reliable linking across vendors and
improved feature richness for local models. Our correlation engine successfully identified multi-stage attack chains in
synthetic red team exercises by linking network anomalies to subsequent host artifacts and anomalous transaction
attempts, enabling earlier intervention triggers.

DevSecOps enforcement effectiveness. The CI/CD pipeline with automated checks (SAST, SCA, secrets scanning,
DP parameter policy checks, model validation) blocked misconfigured deployments in 9 of 10 injected
misconfiguration tests (e.g., accidentally pushing a model container with unredacted keys). The audit trail simplified
compliance reporting and enabled rollback of risky artifacts.

Robustness to poisoning. Robust aggregation (trimmed mean) and update anomaly detectors caught and reduced the
impact of synthetic poisoning attempts, but strong targeted poisoning on majority of small clients still affected model
behavior. This suggests the need for guardrails: client reputation, redundancy, or human-in-the-loop review for major
model updates.

Operational considerations. Practical rollouts require: (a) legal and contractual agreements for participant roles and
liability, (b) capability to run FL clients within institutional environments (compute and connectivity), (c) key
management infrastructure, and (d) measurable SLAs for model update cadence and scoring latency. There is a trade-
space between model freshness and DP budget consumption: frequent rounds consume privacy budget; hence,
architects must balance timeliness and privacy.

Synthesis. Our experiments confirm that an integrated system combining FL with secure aggregation, CTI
normalization, adaptive caching and DevSecOps enforcement can materially improve cross-institution detection
capability while operating within privacy and compliance constraints. However, the architecture demands
organizational commitment, robust governance, and careful tuning of privacy/utility parameters.

V. CONCLUSION

This paper proposed and evaluated an integrated architecture enabling privacy-preserving, collaborative threat detection
across financial institutions. By combining federated learning with secure aggregation and differential privacy,
standardizing and correlating CTI via STIX/MAEC, accelerating inference through adaptive caching, and securing the
ML lifecycle with DevSecOps pipeline enforcement, the architecture addresses the dual needs of stronger detection and
regulatory compliance.
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Key takeaways:

1. Feasibility of federated learning in finance. Federated training can achieve performance near centralized training
under realistic non-11D distributions, provided aggregation, client selection, and optimization are tuned correctly.
Practical secure aggregation protocols substantially reduce exposure of individual updates and, when combined with
client-level DP, yield strong privacy guarantees for participating institutions. Canonical FL research and system studies
back our design choices. (Proceedings of Machine Learning Research)

2. Standards matter for cross-institution correlation. Using STIX/MAEC for CTI normalization creates a lingua
franca that enables automated, machine-readable linking of events across heterogeneous telemetry feeds, crucial for
correlating multi-stage campaigns and generating high-value features for local models. Institutional investment in
mapping and normalization pays dividends in analysis and enrichment quality. (MITRE)

3. Adaptive caching is a pragmatic performance lever. Edge caching with adaptive replacement policies reduces
latency and backend load for enrichment, improving the usability of federated scoring for time-sensitive decisions
(fraud blocks, transaction risk scoring). Policies must incorporate privacy constraints: what can be cached, for how
long, and with what redaction.

4. DevSecOps protects the ML lifecycle. Embedding security and governance checks in CI/CD pipelines detects
dangerous misconfigurations and prevents insecure deployments of models and infrastructure. The pipeline provides
logs and evidence for auditors and reduces the probability of accidental exposure.

5. Residual risks persist. Model poisoning, small-population privacy gaps, and the cost of operations present ongoing
challenges. Detection robustness needs combined technical and organizational controls: robust aggregation, anomaly
detection on updates, participant accountability, and human oversight for major model changes.

Practical recommendations for adopters:

o Start with a small federation pilot focused on a well-scoped detection use case (e.g., cross-bank fraud ring detection)
with a small set of normalized features; gradually expand feature sets and participants.

o Implement secure aggregation and DP from the outset and calibrate privacy budgets against regulatory reporting
requirements.

e Use standard CTI formats (STIX/MAEC) and invest in normalization pipelines to ensure correlation quality.

o Deploy edge caches with conservative admission/redaction policies; monitor cache hit/miss and eviction behaviors
and tune adaptive selectors to the workload.

e Automate pipeline gates (SAST, SCA, DP parameter checks, secrets scanning) and require signed/verified artifacts
for production deployment.

In sum, federated learning combined with multi-source threat correlation, adaptive caching and DevSecOps pipeline
enforcement forms a promising architecture for financial network defense. It balances improved detection capacity with
privacy, performance, and operational controls. Future deployments must emphasize governance, resilience to
malicious actors, and careful privacy/utility trade-off tuning.

VI. FUTURE WORK

e Stronger Byzantine-resilient aggregation: investigate cryptographic + statistical hybrid protocols that reduce
poisoning risk without excessive overhead.

e Adaptive privacy budgets: develop policies and algorithms to allocate and replenish DP budgets dynamically
based on detection risk and model utility needs.

e Explainability& auditability in FL: integrate XAl techniques into federated models to allow auditors and analysts
to trace model decisions while preserving privacy.

o Federated graph learning for AML.: financial crime detection often requires graph analytics; research federated
graph neural networks and private graph alignment methods for AML while preserving PlI.

e Legal & economic frameworks: design contractual and incentive mechanisms for fair cost and benefit sharing in
federations (insurance, liability, compensation).
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